MOSS Meeting Minutes

June 24, 2003

ELEMENT ATTENDANCE:

ESDIS SSDO, EDOS, ASDC DAAC, TES SIPS, GES DAAC, MLS SIPS, HIRDLS SIPS, OMI SIPS, Averstar, MRTT

NEXT TELECON: MOSS 2 TRR July 8, 2003 at 2pm EST in Bldg 32 room S241

DIAL-IN NUMBER:

USA Toll Free Number: 888-395-8106

PASSCODE: 92854

MOSS 2 PREPARATION SCHEDULE:

-June 16-17: Ship tapes to Polar Ground Stations; tapes shipped on June 18th 

-July 1-2: Abbreviated Dry run with Ground Stations 

-July 8: MOSS 2 TRR; Templates will be available on the website by early part of next week; an email will go out once posted. 

-July 14-18: Formal MOSS 2 test (date still holds) 

MOSS 2 Dry Run contact schedule, which includes 2 contacts at each station: 

July 1st AGS  1400-1445Z (10am EST) 

              1715-1800Z (12:15 noon EST) 

July 1st PF1  2030-2115Z (4:30pm EST) 

              2225-2310Z (5:25pm EST) 

July 2nd SGS  0315-0400Z  (11:15pm EST) 

              0440-0525Z (12:40pm EST) 

July 2nd SKS  0815-0900Z (4am EST) 

              1115-1200Z (7am EST)
MEETING HIGHLIGHTS:
1) Current MOSS 2 Preparation Schedule

See schedule above for the details. Bill will send out a timeline for the Dry Run on 6/25/03. Action Item (AI): Frank (MRTT) will get with EDOS to work out the plan for communicating with the ground stations for the Dry Run and the Formal MOSS 2.
2) Mission Test #1 (MT#1) - There are no plans to slip MOSS 2 at this time since MT#1 may slip out.   Elements should plan on supporting MOSS 2 and MT#1 the weeks of July 14th and July 21st until further notice. Issues with supporting both tests on these 2 weeks should be raised. 

Karen asked all teams to plan to support MOSS 2 and MT#1 during the weeks of July 14th and 21st. Steve from ASDC DAAC pointed out that, due to the possibility of supporting tests for approximately two weeks, DAAC preventive maintenance may cause a situation in which ASDC may not be able except data from EDOS. Normally for formal MOSSs, ASDC schedule maintenance around it.

Ed from GES DAAC mentioned that for the formal MOSS 2 and MT#1, maintenance would be scheduled around the tests, unless an operational issue arises for the supported missions. During dry runs, the poll EDOS directory will continue to poll and the data will get distributed at the completion of the maintenance.

3) Ground Station contact plans for MOSS 2: Day 1 data with Ground Stations and Day 2 & 3 to be played locally through EDOS.  GN schedule for MOSS 2 formal run to be worked through the MRTT. 

4) MOSS 2 Test Data Status: 

-All science data and GBAD ready (see timeline posted to website for MOSS 2) 

-MOSS 2 SCS road map and Expected L0 results for PDSs and RBDs were distributed on June 13. They are also available on the website as separate tabs in the MOSS 2 time line spread sheet. 

-FDS data have been requested for delivery on CD to the GES DAAC 

The tapes were shipped out on July 18th. If you have any questions regarding the timeline, please contact Bill (301-614-5036) or bring it up at the next telecon. FDS hardware delivery was late and it appears that they won’t make the schedule. Therefore, the FDS data have been requested for delivery on CD to the GES DAAC. Karen mentioned that the orbital elements parameters should be the same as what were presented in the FDS MOSS 1 TRR slides. Ken Stone mentioned having a problem with these orbital elements in ORBSIM and Karen said that this is due to the fact that ORBSIM does not let the user put in the epoch time and this has been brought to the attention of the toolkit developers and will be fixed in the future. Karen said that OMI SIPS encountered this problem and Marghi concurred.

5) Spacecraft Data Evaluation and Processing Status 

-HIRDLS report on processing of SCIF 3 and CPT 1 data? 

-ODPS reported seeing missing packets, corrupted packets and time stamp issues on SCIF 2 & 3,CPT1 & 2 data. As soon as we receive more details we will pass them on to Aura project. 

-CPT2 Data delivery to DAACs -> SIPS; TES confirmed missing packet and reported that they received all the data.  Other elements feedback on CPT2? 

-CPT 3 begins at end of week 

-Scripts, chronologies, etc for MT 1 are being posted to the Mission Ops web site; Jerry is preparing to send out MT 1 SDPS requirements for review by the elements (goals and timelines to be accomplished) sometime today. 

HIRDLS reported that they have processed all of the SCIF3 and CPT1 data thru their L1 processor. Vince mentioned that there were some time jumps and would have to compare it to the EDOS reports. For CPT2: MLS plans to process the data this week at the SCF and will provide feedback by the end of the week (6/27/03); OMI is trying to get to it; HIRDLS has received all the data and processed it thru L1; and TES has processed thru L1A.

Element Status: 

MLS SIPS 

-Plans for using Toolkit with HDF DPREP data; status on new toolkit release 5.2.9 

-Status of their testing of the new products for MOSS2 with the GES DAAC 

-Subscription issues? 

Audrey reported that they have been testing Toolkit 5.2.9 with MOSS 1 data and had problems with ephemeris and attitude data of a certain time period. The software works before that period and after that period. An error is returned from a particular toolkit call. Karen asked if this is the same problem that is documented in the 5.2.9 release email as not been fixed. Audrey said that she would check and email findings to Karen. Audrey stated that in their opinion, toolkit is still not ready. MLS will have to determine for MOSS 2 which version of the toolkit they will run with (5.2.8 or 5.2.9). Audrey also mentioned that they had planned to use their operational system for MOSS 2 (dry run and formal), but it is not ready. They have some hardware issues, which require vendor intervention.  They  will instead use their test environment for both. MLS would like to test with GES DAAC (send products) on Friday, 6/27/03. The new MOSS 2 products for MLS, which requires testing are QA and PH with new mechanism. The minor DN issue reported last week was resolved. Following the telecon, Audrey confirmed that Vince Perun forwarded the toolkit problem to Abe Taaheri. The problem occurs with only a certain MOSS 1 time.

GES DAAC 

-Plans for supporting MOSS 2 (TS2/OPS).  L0 data into OPS. Subscriptions need to move into OPS.  Discuss higher level product plans. 

-Engineering ingest/distribution tests with OPS

Ed reported that most of the L0 ESDTs are in OPS mode. He mentioned that the ESDTs are approved, installed and subscriptions activated in mass volume. Due to limited testing time available between now and the MOSS 2 dry run, it was decided that GES DAAC would conduct the dry run in TS2 mode. For the formal run, GES DAAC will work with EDOS to test out all the L0 ESDTs prior to July 14th and then make a decision on which mode to support MOSS 2 with. Ed also mentioned that the higher level ESDTs were approved at the CCB today (6/24/03).

EDOS 

-Plans for supporting MOSS 2 (System A/System B).  System B/OPS needed for Polar stations.  System A has latest aura changes for HIRDLS VC6 path service 

-MOSS 2 GBAD data not marked for playback.  

-When will the link to Oxford be in place for EDOS server? 

Ron reported that the plan, which presents the least risk for EDOS, is to use System B/OPS for both MOSS 2 dry run and formal. They plan to install the VCID 6 changes for HIRDLS on System B (1616 and1630 RBDs to HIRDLS (NCAR) and 1616 and 1630 PDSs to GES DAAC). The secure ftp will not be installed on System B and will be done manually by EDOS for both the dry run and formal. Ron stated that the VCID 6 changes have been tested on the backup system and are ready to be installed on System A once given the okay. As for the Oxford interface (not a MOSS 2 requirement), EDOS plans to have the database changes in for the formal run and could possibly send data to the international server (Jesse server) but do not know if that server is ready to send the data to Oxford or if Oxford is ready to receive. 

Karen asked EDOS what was the impact on them if the GBAD data are not marked as playback. Ron stated that they would have to build the products manually and then flush out the system. Karen decided to have the test data group mark the GBAD data as playback and redeliver the tape to EDOS for Day 2 and Day 3 only. For the GN contact tapes (Day 1), GBAD will have to be manually sent by EDOS.

EMOS/FOT 

-MOSS 1 GBAD data was not marked for playback; verify this is what caused the data to be sent from EDOS to EMOS as Direct Broadcast during the MRTT test last week 

EDOS agreed this was what occurred.

HIRDLS SIPS/NRTP 

- GBAD RBD data flow to UCB or not? 

-Status of their testing of the new products for MOSS2 with the GES DAAC 

-Status on new toolkit release 5.2.9. Plans to use HDF or Binary DPREP data in MOSS 2? 

-Subscription issues? 

HIRDLS confirmed that GBAD data should flow to Oxford only and not to UCB.  HIRDLS reported: wants to test their new products and will coordinate something with Ed; new toolkit release 5.2.9 works okay; plans to use HDF version of the DPREP data for MOSS2 (very small decrease in performance; HIRDLS found that HDF is 6 times slower than binary; the overhead is 5 mins in a 24 hour period run); and are missing subscription of APID 1631. They also stated that all HIRDLS APIDs are PDSs and only VCID 11 APIDs are EDSs.

OMI SIPS 

-Status on new toolkit release 5.2.9. Plans for using Toolkit with binary DPREP data? 

-Status of their testing of the new products for MOSS2 with the GES DAAC 

-Subscription issues? 

Marghi reported that they are doing preliminary testing with test drivers using the binary DPREP data and will test with the GDPS software using the new toolkit later this week. She mentioned that she discontinued the HDF subscriptions for attitude and ephemeris DPREP data and old subscriptions for OML0EP and OML0EPX (APID 1892). Marghi said that OMI SIPS plans to use the binary DPREP data with the endian fix in the new toolkit release 5.2.9. Karen asked if this was their plan for normal operations and Marghi concurred. Marghi stated that she received an email from James Johnson regarding their ESDTs and discovered that the information was for old versions of their ESDTs. Marghi sent that information to Ed and Michael (after the telecon) and requested the version numbers for the ESDTs from the GES DAAC. OMI is in the process of reviewing that information.

ASDC DAAC 

- Status on network 

-Engineering testing status 

Steve reported that the network changes were installed on 6/17/03 and will verify the improved network performance during MOSS 2. He reported that they re-ingested the CPT2 data and distributed it to haystack at 18-20 Mbps vs. the previous 6 Mbps. If the number of threads is increased it may increase the bandwidth further, if needed. ASDC is currently set at 5 threads.  Steve mentioned that he has tested QA MUT in TS1 mode and it works fine but needs configuration changes before it can be installed in OPS for MOSS 3. He has tested MTMGW in OPS.

TES SIPS 

-Status of moving from bigstraw to haystack; testing/checkout complete? 

-Subscription issues? 

TES reported that the move from bigstraw to haystack is complete and things work very well. They stated that they want to defer requirements 1876 and 1877 to MOSS 3. TES SIPS also reported that they downloaded the new toolkit and played with it but nothing to report yet.

FDS 

- Need expected delivery date for MOSS 2 products to GES DAAC; DOY 105-109 needed; DOY 104-107 were provided for MOSS 1. 

FDS products for DOY 108 and 109 are needed the Friday before the formal MOSS 2. Following the telecon, Ed McDonald confirmed that FDS could send the data without PDRs since their system was not ready to generate them yet.

Averstar 

-Plans for MOSS 2 

Scott mentioned that no media orders could be done in TS2. So if GES DAAC does not ingest higher lever products into OPS then they can only place ftp orders.

MRTT 

-Elements to address any MRTT requirements in MOSS 2?  

Karen asked George how do they plan to address their TRR portion for MOSS 2. George said that he would get back to Karen on this.

ACTION ITEMS: Documented in the Aura Action Item Tool at http://jupiter02.gsfc.nasa.gov/auratesting/ . They will be highlighted in the minutes using the convention -- Action Item (AI): the text; but the status will be tracked via the tool. Please remember to enter your status in the tool.
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