MOSS Meeting Minutes

September 16, 2003
ELEMENT ATTENDANCE:

ESDIS SSDO, MRTT, EDOS, EMOS, ASDC DAAC, TES SIPS, GES DAAC, MLS SIPS, HIRDLS SIPS, OMI SIPS, Averstar

NEXT TELECON: September 30, 2003 @ 2pm EST

USA Toll Free Number: 888-395-8106 

PASSCODE: 92854 

International dial-in 

USA Toll Number: +1-484-630-6975
MEETING HIGHLIGHTS:

Agenda: 

1) Current MOSS 3 Preparation Schedule: 

-- Tapes have been written; EDOS to verify data this week; Ship tapes Sept 22nd

Pre-Dry Run – Data Checkout 

-Process/distribute some portion of the data when EDOS verifies data this week

--Portion Planned for Distribution to include DOY 106/22:00 to DOY 107/02:00

-- MLS – 4 hours of all APIDs except 1748 

-- OMI – 4 hours of data

-- TES – 4 hours of global survey APIDs

--HIRDLS – 4 hours of APIDs 1616 and 1632

--GBAD  -- RBDs to EMOS to cover generation of 2 PDSs

--RBDs to NRTS will not be part of the pre-dry run

-- EMOS will need to generate carry out files for DPREP processing

-- GDAAC run DPREP using ephemeris data from the archive and carry out files from EMOS

- Need to coordinate date and time- Is Thursday good for everyone?

--Timely feedback is requested from SIPS; can SIPS process or checkout data upon receipt and provide feedback by Monday 9/22?
Dry Run - October 6-8

-Plans for a full-up Dry run (Oct 6-8)

-- 48 SCSs; will playback SCSs from each of 4 PGS; play remaining SCSs locally by EDOS

Remaining MOSS 3/SORR schedule- 

- TRR - October 14th (regularly scheduled meeting)

- Formal Run - October 20-24

- Requirement Status Complete Oct 31st

- Debrief Nov 4th (not regularly scheduled meeting) 

- MOSS telecon Nov 25th cancelled

- SORR Dry Run - Nov 18th (TBD)

-SORR Formal Run - December 2nd

- Actual Aura launch date to be set after Thermal Vac (9/20-10/21)

Karen reported that we are on schedule with the MOSS 3 data preparation efforts. It was decided to have EDOS start the Pre Dry-Run as soon as they can (tomorrow-- 9/17) and the DAACs would ingest and distribute the data once they are available either from scheduled maintenance or hurricane shutdown. EMOS would receive the RBDs, generate carryout files, and send them to the GES DAAC. GES DAAC would generate DPREP outputs and distribute them. The SIPS would process and inspect the data and send feedback by Monday 9/22 if possible. The pre dry-run data are approximately for RBDs -- 4 SCSs and PDSs – 2 per selected APIDs. David Waters to remind EMOS that carryout files are needed from the pre dry-run RBDs and the MOSS 3 dates and times are the same as MOSS 2.

Playback from the PGSs for the MOSS 3 Dry Run is being negotiated. The remaining will be played locally by EDOS.

2) Mission Test #1 (MT#1) Processing – Science Debrief – Held September 11 

-Thanks for the feedback. 

- Jerry Cantril took the action at the debrief to work-off the problem resolution

- Data gap for GBAD carryout files has been filled in.  DPREP has been run for entire MT#1 data coverage 

-Requesting that MLS and HIRDLS reprocess MT#1 data with DPREP products

Karen asked MLS and HIRDLS if they could, now that the data gap for GBAD had been filled, reprocess their MT #1 data with the DPREP products.  MLS mentioned that they would try to reprocess the data prior to MOSS 3 if their schedule permits and HIRDLS reported that they should be able to reprocess the data by MOSS 3.

3) Mission Test #2 --  Chronology is posted and does not include a DITL but plans to provide about 13 hours of data with all instruments on.

MT #2 is currently scheduled December 2-3, 2003.

4) Ground Station contact plans for MOSS3/JEM 2: First three - four days

- 12 contact sessions for each PGS; 48 SCSs total

- Given that the SKS drive electronics will NOT be fixed prior to MOSS3, there are two options at Norway to support the EOS on-orbit missions plus the Aura data flows. These are to (1) use SGS long loop with SKS short loop or (2) SGS long loop with SG3 ant/SKS electronics in a long loop configuration.  The same option should be exercised in both the dry run and the formal run.

Susan Imhoff recommended a third option --- use all 3 antennas; this would be more realistic. She responded to Glenn Iona’s email discussing this topic.

5) Check all untested or failed Mission Critical Requirements, which you plan to verify in MOSS 3 and determine if there are any issues, which would prevent the verification of these requirements.

Let Karen know if you have any issues.

Element Status: 

EDOS 

-System B testing status; upgraded for polar GSIF’s and to look like System A and planned for dry run support

- Still plan to use System A for MOSS3

Ron mentioned that they would be running a 4 mission load test on System B (backup system) in a day or so. It contains C4.6 upgrades (HW and SW).  These updates need to be put in System A. The goal is to conduct the dry run and formal run on System A.

EMOS/FOT 

- Archive/retrieval history data; ongoing in TS2; will transition to OPS when GES DAAC is ready?

- Confirm support for pre-dry run and dry run; data dates same as MOSS2 

Dave agreed to remind EMOS of their pre dry-run and dry-run support and to ask how much lead time is required in order to send the products to OPS mode. The question was asked - How is the change made in EMOS to send to GDAAC OPS mode versus TS2? Dave responded that he believe that it is a simple change but would re-verify with EMOS.

GES DAAC 

--Secure ingest test plans

--EOC history data ESDTs in OPS? 

--Status of EOC history data valids imported into OPS hidden client

-- New NCEP stratospheric ESDTs status – in OPS?

-- Any test data needed for the outstanding ESDTs?

-- Engineering ingest/distribution tests with OPS

-- Current 6A.08 plans? 

Ed reported that they are waiting for a response from Landover for a high priority problem (re multiple ciphers) with secure ingest. He mentioned that the EOC history data descriptors are in OPS but he needs to check to see if the volume groups and database changes have been made. The new NCEP stratospheric ESDTs passed the CCB today and should be in OPS in the next few days. Ed will send out an email when they are installed so that the SIPS can verify/request their subscription. As a result of the September 10th ESDT status meeting, Ed believes that no additional test data are needed for any Aura ESDT required for OPS but will re-confirm with James Johnson. Ed also stated that the GES DAAC is available to participate in any engineering tests in OPS with a couple hours of notice. They conducted engineering testing with OMI using the manually edited metadata files. No test is planned at this time with the other SIPS. Ed stated that they would support the FDS interface test in OPS when FDS are ready.  

Ed mentioned that 6A.08 testing in TS2 is top priority and is going fairly well. It looks like a good drop, only a few configuration issues. They still plan to install it in OPS around October 1st (prior to dry-run).

MLS SIPS  

- Subscription request in OPS for new NCEP stratospheric products?

- Engineering testing with GDAAC status

Audrey stated that she would check to see if she had put in a request for the new NCEP stratospheric products in OPS. It was pointed out that you couldn’t compose a subscription until the ESDTs are in OPS. She also mentioned that their OPS system (h/w and s/w) is getting ready; Release 1.3 is in test and they plan to use it for MOSS 3. They hope to test MTMGW with the OPS system along with their MOSS 2 problem reports. Ed mentioned to send all products from now on to the OPS mode. Audrey responded that she would get in touch with him to ensure that they have all the configuration information that is needed.

HIRDLS SIPS/NRTP

- Subscription request in OPS for new NCEP stratospheric products?

- Engineering testing with GDAAC status

-Toolkit issues?

Vince mentioned that when the L1 CAL and L2 QA and Browse products become available they would conduct engineering tests with the GES DAAC. He stated that their toolkit issues are with the HDF releases and they are using 5.2.9 and are living with the HDF problems. If they were to take a patch, they would lose their fixes from IDL.

Karen mentioned that Abe Taaheri sent out an email announcing the availability of Toolkit 5.2.10 Beta.
OMI SIPS 

-- Engineering testing with GDAAC status

-- OMI ESDT versions numbers inconsistencies at GES DAAC resolved?

-- MTMGW testing status completed for OPS?

-- Clarify removal of MODIS subscriptions – LPDACC product removed from ICD—other remains in?

--Raytheon is still waiting on information for ESDT development—any status?

Marghi reported that the engineering test with the DAAC was successful (overlooking the typos – error testing). The products were ingested (manually edited metadata) at the GES DAAC and distributed via subscription to ODPS. She mentioned that their system recognized and processed the MT #1 DPREP output received last Friday and generated products automatically. Marghi clarified that both MODIS products should be removed from the ICD and she will contact Stan Scott. Marghi will also check with Ted Johnson on the status of the remaining ESDTs to be requested for development.

ASDC DAAC -

-- Current 6A.08 plans?

-- Secure ingest—what are the plans to install and test patches?

Steve reported that the current 6A.08 plan is to put it into OPS the week before the MOSS 3 formal run. That schedule maybe impacted by Hurricane Isabel and the ASDC DAAC closing. He also mentioned that after speaking with Karen last week, he was able to find the TEs for 6A.07 and it in 6A.08 (secure ingest) but it would not be in place for MOSS 3. Steve indicated that the multi-file granule ESDTs are installed in OPS and that he manually ingested a multi-file granule in OPS.

TES SIPS 

-- Engineering testing with ASDC DAAC status

TES mentioned that they hope to do some multi-file granule testing in the next few days. Their operational hardware is expected to be in tomorrow.

FDS 

-- Initial engineering test with GES DAAC completed but manual workarounds were needed; FDS has updated the GDAAC interface in their software 

-- FDS is ready this week to re-test with GES DAAC? then to be followed by a formal ICT (date TBD).

-- FDS expects to be ready to support MOSS 3 using the operational interface.

Averstar 

--Need to coordinate ICT with FDS

--Secure distribution test plans

Scott mentioned that they are writing ICTs for secure distribution and would work with the EMD contractor to help with the testing prior to the PSR.

MRTT

-Plans/objectives for MOSS 3?

Susan mentioned that the big thing they are working on is figuring out how to best use the ground stations for the dry run and formal run.

Additional discussion: Jerry Cantril mentioned that CPT 4 & 5 would occur during Thermal Vacuum testing. The SIPS were asked if they thought it would be useful to adjust the GBAD time tags so science systems can process. If so, we will also need corresponding ephemeris data. HIRDLS and OMI said yes, MLS said if their schedule permits, and TES abstained since they are not using DPREP yet.

ACTION ITEMS: Documented in the Aura Action Item Tool at http://jupiter02.gsfc.nasa.gov/auratesting/ .  Please remember to enter your status in the tool.
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