MOSS 3 Debrief Minutes

November 4, 2003

(HIRDLS SIPS – November 13, 2003)

ELEMENT ATTENDANCE:

ESDIS SSDO and SOO, MRTT, EDOS, EMOS, ASDC DAAC, TES SIPS, GES DAAC, MLS SIPS, OMI SIPS, Averstar, FDS

NEXT TELECON: December 9, 2003 at 2pm EST in Bldg 32 room S241

DIAL-IN NUMBER:

USA Toll Free Number: 888-395-8106

International dial-in 

USA Toll Number: +1-484-630-6975

PASSCODE: 92854

MOSS 4 (5 day test) Data Preparation Schedule:

· MOSS telecon Nov 11th and 25th cancelled
· Interim SORR  - November 18th
· New data due to ESDIS by December 12th
· TRR – January 6, 2004
· Dry Run – January 12-16, 2004

· Formal Run – January 26-30, 2004

· Requirement Status Complete – February 5, 2004
· Debrief  - February 10, 2004

· SORR Formal Run – February 24, 2004
MEETING HIGHLIGHTS:

All debrief presentations can be obtained from the Aura Testing website: http://jupiter02.gsfc.nasa.gov/AuraTesting/ under MOSS3 link. Only highlights, changes, or clarifications will be presented below.

SSDO:

Karen presented the Mission Critical and Overall Requirement Status, as of Monday November 3rd. Mission Critical is 96.4% complete (the goals was 100% for MOSS 3) and overall is close to 84% complete. The failures reported during the tests the solutions are mostly known by now with the exception of ASDC-TES/MISR network issue. Some problems have been fixed and re-tested and some fixes are waiting to be re-tested. The ASDC network is closely being monitored. Karen also reported that a lot of progress was made during this test.

Karen mentioned that the GBAD data would be re-generated for MOSS 4. She reviewed the current MOSS 4 schedule. The delivery data for the new MOSS 4 test data is December 12th. TES and HIRDLS will deliver new data, MLS will use MOSS 3 data, and OMI plans to use MT#2 data if available in time. Currently MT#2 is scheduled for November 19th. It was decided that distribution of CPT 4 & 5 data would occur this Monday November 10th.  EDOS plans to start around 8am EST and the DAACs should start seeing data from EDOS between 9:30-10:00 am EST. MOSS 4 will consist of local playbacks from EDOS because there would not be enough time to generate tapes and ship them to the ground stations in time for MOSS 4.

MRTT:

Susan presented the slides for MRTT.  She mentioned that they had a broad range of requirements allocated to this test. There were no failures. She stated that they are still evaluating the EMOS files archive/retrieved at GES DAAC and need to test X-band flows again with SKS when they are ready.

FDS:

Anne presented the slide via telecon.  The two allocated MOSS 3 requirements passed. There was one issue/problem reported: operator oversight in the late delivery of DEFORB; it was sim-induced and will not occur operationally. 

EDOS:

Ron reported that they only had one MOSS 3 requirement to verify and it passed but they also re-verified all other MOSS requirements from previous tests during MOSS 3. They wrote 4 DRs with 1 withdrawn because it turned out to not be a problem. Good news were that the Oracle problems reported in MOSS 2 were not observed in MOSS 3 dry run or formal run due to EDOS hardware upgrades. EDOS ran MOSS 3 concurrent with other missions.

EMOS:

Utah presented the slides via telecon.  He mentioned that EOC did not send OMI SIPS the Predicted Orbital Events file during MOSS but had during the earlier EGS 6 tests because an authentication error was found in the logs. Susan Imhoff mentioned that MRTT had written that problem up before and the files had indeed transferred. Marghi from OMI SIPS acknowledged that they did receive the files during MOSS 3. Action Item (AI): Utah/Dave Waters was to check with Operations regarding the handling of that error message in the logs and see if in procedures.  Utah was to update his debrief materials to indicate the delivery of the orbit events files. He also mentioned that all MOSS 3 requirements passed. AUSTAT was distributed to the DAAC on November 2nd. After the telecon, Alfreda received an email from Utah requesting that the action item be closed to EMOS DR - EMOS_R0245, which is scheduled to be delivered with, build 14.0.3. Alfreda also updated the web version of the presentation to include the delivered files to OMI SIPS.

ASDC DAAC:

Sue presented the slides via telecon. She reported that all their MOSS 3 requirements passed but they failed their performance requirement (191), which had passed in MOSS 1 due to the network issues experienced during the dry run and formal run.  ASDC are monitoring the logs carefully.

TES SIPS:

Doug presented the TES slides via telecon. He mentioned that they passed 8 requirements with some being from MOSS 2. They had no failures. TES summarized their issues/problems to be the slow transfer speed from ASDC and the second Global Survey was not completed due to the time constraint and L1B process failure (database/software issue on Friday). However all requirements were met with the first global survey processing.

GES DAAC:

Ed reported via telecon that they passed 81 of their 182 allocated requirements, failed 8, and left 93 untested. The failed requirements relate mostly to ODPS subscription failures (NCR 38582) and intermittent connectivity problems with MLS SIPS delivery of their L3s (non mission critical products). ODPS L1B products were manually pushed to their server. AI: Ed is to work with Vince in locating QA, BROWSE, and PH in the archive.
OMI SIPS:

Marghi presented the slides via telecon. She reported that they verified requirements that were allocated to MOSS 3 as well as untested requirements from MOSS 2. Refer to the presentation for the specifics. Marghi mentioned that the failures were due to metadata problems. Of the 5 failed requirements, 4 have passed post MOSS 3 during an engineering test with ODPS and GES DAAC.

MLS SIPS:

Audrey presented the slides via telecon.  She mentioned that they passed 22 (16 MC) for SIPS and 1 (1 MC) for SCF. Only 2 of the 23 failed requirements were mission critical. The issues/problems identified were categorized as SIPS configuration, PDR syntax, and server configuration. Refer to the presentation for the details. Most of the problems have been fixed and are waiting re-testing. Audrey mentioned that new specifications have been written and are in place for the system administrators to avoid future DAAC data access problems.

HIRDLS SIPS: Vince presented the slides via a separate telecon on November 13th at 1pm EST.  HIRDLS verified all of their 9 MOSS 3 requirements. They also passed 2 MOSS 2 requirements, which previously failed. They were only able to process L1 through L2 along with it associated QA, BROWSE, and PH files for only DOY 108. DOY 106 and 107 data could not be used due to the known attitude and ephemeris problems. HIRDLS NRTPs received all the data that were expected. It was confirmed that the HIR1CAL EDG ordering problem was due to the metadata not having the start and stop times in it. Ken stated that it was an oversight. (AI): Ken would contact Jon Pals of the Science Office to request a new MCF to be delivered to HIRDLS and the respective file(s) delivered to the DAAC. HIRDLS mentioned that they would deliver new data for MOSS 4. Ken wanted to confirm the times for GBAD coverage. After the telecon, Karen provided the times via an email to HIRDLS. 

Averstar:

Scott presented the slides via telecon. He reported that he was not able to order HIR1CAL, QA, and PH for HIRDLS. AI: Dot/Scott is to check with Vince on the ordering of HIR1CAL and GES DAAC on the ordering of QA and PH from the OPS mode via the Public Client. All MLS products delivered to the DAAC were ordered. Scott is to also try to re-order OMTO3 because OMI SIPS delivered that product to the DAAC. No ordering was planned for ASDC DAAC for MOSS 3 because all products have been ordered from the OPS mode.

ODPS: presented at 10 am EST in a separate telecon.

ACTION ITEMS: Documented in the Aura Action Item Tool at http://jupiter02.gsfc.nasa.gov/auratesting/ .  Please remember to enter your status in the tool.
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