MOSS Meeting Minutes

March 16, 2004

ELEMENT ATTENDANCE:

ESDIS SSDO, SOO and System Manager, MRTT, EDOS, EMOS, ASDC DAAC, OMI SIPS, Averstar, GES DAAC, HIRDLS SIPS, MLS SIPS, TES SIPS

NEXT TELECONS: TRR - March 30, 2004 at 2pm EST in Bldg 32 room S241

DIAL-IN NUMBER:

USA Toll Free Number: 866-581-4760

USA Toll Number: +1-210-280-9695 (international)

PASSCODE: 574686

MOSS 4 (5 day test) Data Preparation Schedule (Based on a LRD of no earlier than June 17, 2004):

· March 12: Write/verify tapes for EDOS local playback complete 

· March 16: One-day MOSS 4 pre-test

· March 22-26: MOSS 4 dry run 

· March 30: MOSS 4 TRR 

· April 5-10: Formal MOSS 4 run for the record 

· April 14: Requirements status update complete 

· April 19: MOSS 4 Debrief 

· April 20: Aura SORR Dry Run (via telecon)
· April 26: Aura MRR (invitation only)
· May 3: Final slides for formal SORR presentation complete 
· May 11: Aura SORR formal presentation (at GSFC)
MOSS 4 Telecon Schedule (all telecons Tuesday at 2:00 PM EST): 

March 30 (TRR), April 13 (cancelled), April 19 (Debrief)
MEETING HIGHLIGHTS:
Agenda

1. Status of pre dry run – one-day test (March 16th)

EDOS – Ron reported that everything is going fine.

ASDC DAAC – Steve reported that things are going as well as it can be. Scp throughput is still slow, MISR processing is going well, and things in the distribution queue are being worked off. He also mentioned that they are using compression before distribution. The processing threads are 5 for TES and 10 for MISR.

TES – Bryan reported that they are receiving the data fine; just the transfers are slow.

GES DAAC – Ed reported that they had Science Data Server problems and were down for about 2 hours. At the start of the telecon, the server appeared to be back up but it was later learned, after the telecon, that the problem was not resolved and Landover was getting involved. Ingest was not affected, distribution was not going out. He mentioned that the distribution queue is backed up. They produced DPREP on ephemeris data this morning and will produce the attitude when GBAD arrives. Ed mentioned that he is monitoring the scp distributions and providing the information to Steve at ASDC.

MLS – Audrey reported that F-secure is now up and GES DAAC can now try secure distribution. The data MLS received this morning was via ftp push. Ed stated that he would select one APID and change the subscription to scp and see if it goes through before he changes over the others. After the telecon, Ed reported that it worked and they would change over all the subscriptions to scp.

HIRDLS – Vince reported that they were receiving the data earlier in the day. They got the ephemeris output, GBAD, science granules, engineering data, and EDSs.

OMI – Marghi reported that they are getting the data; got one set of PDSs, ephemeris, and emails. They have not started processing yet; they want to finish the TOMS processing first. OMI mentioned that they hope to finish the TOMS processing by tomorrow.

Karen asked how many teams are planning to process this data and suggested that they try to exercise all that they can with this data prior to the dry run next week. She confirmed with Ed that the GES DAAC would be down tomorrow (Wednesday) from 8am-12 noon for router maintenance. The teams were asked to should take this into consideration when sending their products back to the DAAC. The following are the indications given by the teams for when they plan to send products back to their DAAC:

· OMI – Thursday

· MLS – L1B, L3 and some L2s in the next two-three days

· HIRDLS – hope to send products back today

· TES – does not plan to send any products back; Steve mentioned that they tested with the L2s late February.

Ed confirmed for HIRDLS that all of their subscriptions are scp and have been since March 1st (CPT 6 distribution).

2. Status of MOSS 4 DPREP Data – processed by MLS and HIRDLS successfully

3. Status of GBAD for TES special products

Karen mentioned that when the GBAD data was transferred to Eric (test data group), the GBAD APIDs had not been enabled and they are trying to find out what went wrong. They (FOT) want to regenerate the data but don’t know when it will be ready; they need time on the simulator. Doug mentioned that this data does not affect MOSS 4 but will be used for geo-location testing.

4. Status at ASDC DAAC

· Status of NCR fixes for MISR and scp

· Status of remaining work for secure distribution

Steve reported that he is still monitoring MISR and things appear to be okay right now. He is unsure of what changed; it cleared up. The only issue he has now is with the scp performance (scp rate); everything is in OPS.

5. Status at GES DAAC

· Status of remaining work

· Status of NCR for special characters in password

· Key Exchange

· Secure distribution

Ed stated that they were still waiting for the password NCR fix and the key exchange setup was completed for OMI SIPS. He was going to check with Latha for the status of ODPS key exchange. During the telecon, secure distribution to MLS SIPS was initiated. Audrey was going to check if F-secure was ready at the MLS SCF. After the telecon, Audrey verified that the SCF was ready for secure distribution and the scp to MLS SIPS was successful. 
6. Status of HIRDLS time jump fix

Ken indicated that the time jump implementation is in architectural design phase and confirmed that a prototype is in place in the L1B code to handle things on the fly until the official implementation is completed.

7. Status of Engineering Testing with GES DAAC

· MLS (L2s, L3s, QA, PH, DAP)

· HIRDLS (HIR1CAL – EDG)

· Status of ESDT in OPS

Audrey mentioned for MLS that the majority of the products would be tested during the one-day test period. QA and DAP would not be tested during that time.

Scott stated that as of this morning, he could not order the HIR1CAL product in OPS from EDG. Ed checked during the telecon and found that the updated ESDT was not promoted to OPS yet. The trouble ticket has been written.

8. Status of OMI SIPS-ODPS L2 processing; TOMS processing

· Ingest/archived @ DAAC?

Marghi mentioned that they have been testing their L2s with the DAAC in TS2 and OPS modes. They have successfully tested 5 L2s (MT #2 data) and have to re-run 5 with simulated test data (IRR files). They plan to send TOMS products to the GES DAAC tomorrow (3/17/04).

9. Status of TES SIPS Release 5

TES mentioned that they had a little set back with the computer room move. Andy is on vacation this week (but working a little in the evenings) and  things are going a little slower but they are working on it.

10. SCIF 4 Detail Science Debrief to be held March 25th– Responses to Karen’s detail questions are needed from MLS and HIRDLS by March 15th

Karen mentioned that she has received responses back from everyone and is near finish with the debrief materials. She will send them out soon.

11. SCIF 5 and CPT7 data will be recorded to tape and given to EDOS for processing. Distribution of that data will be coordinated with the SIPS/DAACs when available.

12. Aura FOR RFA’s 

Karen mentioned that she would be getting back to the teams to see where they are with respect to their remaining work on their launch support releases. She also stated that she would continue to talk with ASDC and Landover and get a mitigation plan if the performance problem still exists for MOSS 4.

13. New GMAO products

· Confirm that MLS and HIRDLS only interested

· Confirm products needed and need dates

Karen stated that the ESDTs are now at the GES DAAC and she would have to talk with Ed regarding a schedule. She mentioned that TES sent an email to her indicating that they would be interested in ordering the products through EDG. Karen is looking into that. David of MLS would like to have the products subsetted by data fields. Karen is also looking into that. She mentioned that she forwarded David’s email to Jeanne Behnke and is waiting to hear from her. Ken (HIRDLS) mentioned that he is looking for a subsetter to support his end users.

14. Additional discussions: Alfreda mentioned that the MOSS 4 TRR templates would available from the website by COB Friday, March 19th. After the telecon, Alfreda sent an email on March 18th stating that the templates are available for downloading.

Bill briefly discussed the DPREP latency chart he sent out earlier in the day. He wanted to make sure that everyone understood the latency.

Karen will send out an email reminding the group of the daily 4pm telecons during the week of the dry run for quick statusing. The dial in information is the same as all telecons:

DIAL-IN NUMBER:

USA Toll Free Number: 866-581-4760

USA Toll Number: +1-210-280-9695 (international)

PASSCODE: 574686

ACTION ITEMS: Documented in the Aura Action Item Tool at http://jupiter02.gsfc.nasa.gov/auratesting/.  Please remember to enter your status in the tool.
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